Underfitting vs. Overfitting
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Fixing Underfitting

e Get more data
e Try different features or more features
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g e Try a more complex model (more layers, more
§ N nodes, etc.)
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Fixing Overfitting

Early
stopping

e Get more dgta L 00% ' taining _

e Early stopping |

e Reduce model complexity I : o
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e Add regularization terms 3 |

e Add dropout layers (for neural networks) S |
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Overfit: Model predicts
training data well but fails
to generalize to validation
data

© 2021 Edgelmpulse, Inc.



